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**Types of Logistic Regression**

Types of Logistic Regression:

* Binary Logistic Regression: The target variable has only two possible outcomes such as Spam or Not Spam, Cancer or No Cancer.
* Multinomial Logistic Regression: The target variable has three or more nominal categories such as predicting the type of Wine.
* Ordinal Logistic Regression: the target variable has three or more ordinal categories such as restaurant or product rating from 1 to 5.

**Hyperparameter Tuning**

Hyperparameter tuning is an optimization technique and is an essential aspect of the machine learning process. A good choice of hyperparameters may make your model meet your desired metric. Yet, the plethora of hyperparameters, algorithms, and optimization objectives can lead to an unending cycle of continuous optimization effort.

**Logistic Regression Hyperparameters**

The main hyperparameters we may tune in logistic regression are: solver, penalty, and regularization strength ([sklearn documentation](https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html)).

LogisticRegression(C=1.0, class\_weight=None, dual=False, fit\_intercept=True,

intercept\_scaling=1, l1\_ratio=None, max\_iter=100,

multi\_class='warn', n\_jobs=None, penalty='l2',

random\_state=0, solver='liblinear', tol=0.0001, verbose=0,

warm\_start=False)

**max\_iter**

**max\_iter** is an integer (100 by default) that defines the maximum number of iterations by the solver during model fitting.

**multi\_class**

**multi\_class** is a string ('ovr' by default) that decides the approach to use for handling multiple classes. Other options are 'multinomial' and 'auto'.

**Verbose**

**Verbose** is a non-negative integer (0 by default) that defines the verbosity for the 'liblinear' and 'lbfgs' solvers.

**warm\_start**

**warm\_start** is a Boolean (False by default) that decides whether to reuse the previously obtained solution.

**n\_jobs**

**n\_jobs** is an integer or None (default) that defines the number of parallel processes to use. None usually means to use one core, while -1 means to use all available cores.

**l1\_ratio**

**l1\_ratio** is either a floating-point number between zero and one or None (default). It defines the relative importance of the L1 part in the elastic-net regularization.

**Dual**

**Dual** is a [Boolean](https://realpython.com/python-boolean/) (False by default) that decides whether to use primal (when False) or dual formulation (when True).

**Tol**

**Tol** is a floating-point number (0.0001 by default) that defines the tolerance for stopping the procedure.

**fit\_intercept**

**fit\_intercept** is a Boolean (True by default) that decides whether to calculate the intercept 𝑏₀ (when True) or consider it equal to zero (when False).

**intercept\_scaling** **intercept\_scaling** float, default=1

Useful only when the solver ‘liblinear’ is used and self.fit\_intercept is set to True. In this case, x becomes [x, self.intercept\_scaling], i.e. a “synthetic” feature with constant value equal to intercept\_scaling is appended to the instance vector. The intercept becomes intercept\_scaling \* synthetic\_feature\_weight.

Note! the synthetic feature weight is subject to l1/l2 regularization as all other features. To lessen the effect of regularization on synthetic feature weight (and therefore on the intercept) intercept\_scaling has to be increased.

**class\_weight**

**class\_weight** is a dictionary, 'balanced', or None (default) that defines the weights related to each class. When None, all classes have the weight one.

**random\_state**

**random\_state** is an integer, an instance of numpy.RandomState, or None (default) that defines what pseudo-random number generator to use.

**Definition of some of the hyperparameters in detail**

* **class\_weight**

## What is Class Imbalance?

Class imbalance is a problem that occurs in machine learning classification problems. It merely tells that the target class’s frequency is highly imbalanced, i.e., the occurrence of one of the classes is very high compared to the other classes present. In other words, there is a bias or skewness towards the majority class present in the target. Suppose we consider a binary classification where the majority target class has 10000 rows, and the minority target class has only 100 rows. In that case, the ratio is 100:1, i.e., for every 100 majority class, there is only one minority class present. This problem is what we refer to as class imbalance. Some of the general areas where we can find such data are fraud detection, churn prediction, medical diagnosis, e-mail classification, etc.

***Note:*** *To check the performance of the model, we will be using the f1 score as the metric, not accuracy.*

The reason is if we create a dumb model that predicts every new training data as 0 (no Diabetes) even then we will get very high accuracy because the model is biased towards the majority class. Here, the model is heavily accurate but not at all serving any value to our problem statement. That is why we will be using f1 score as the evaluation metric. F1 score is nothing but the harmonic mean of precision and recall. However, the evaluation metric is chosen based on the business problem and what type of error we want to reduce. But, the f1 score is the go-to metric when it comes to class imbalance problems.

By default, the value of class\_weight=None, i.e. both the classes have been given equal weights. Other than that, we can either give it as ‘balanced’ or we can pass a dictionary that contains manual weights for both the classes.

When the class\_weights = ‘balanced’, the model automatically assigns the class weights inversely proportional to their respective frequencies.

To be more precise**,** the formula to calculate this is:

wj=n\_samples / (n\_classes \* n\_samplesj)

Here,

* wj is the weight for each class(j signifies the class)
* n\_samplesis the total number of samples or rows in the dataset
* n\_classesis the total number of unique classes in the target
* n\_samplesjis the total number of rows of the respective class
* **C (or regularization strength)**

C is known as a "hyperparameter." The parameters are numbers that tell the model what to do with the characteristics, whereas the hyperparameters instruct the model on how to choose parameters.  
Regularization will penalize the extreme parameters, the extreme values in the training data leads to overfitting.  
A high value of C tells the model to give more weight to the training data. A lower value of C will indicate the model to give complexity more weight at the cost of fitting the data. Thus, a high Hyper Parameter value C indicates that training data is more important and reflects the real world data, whereas low value is just the opposite of this.

* **Penalty**

Penalty is a [string](https://realpython.com/python-strings/) ('l2' by default) that decides whether there is regularization and which approach to use. Other options are 'l1', 'elasticnet', and 'none'. Regularization techniques play a vital role in the development of machine learning models. Especially complex models, like neural networks, prone to overfitting the training data. Broken down, the word “regularize” states that we’re making something regular. In a mathematical or ML context, we make something regular by adding information which creates a solution that prevents overfitting. The “something” we’re making regular in our ML context is the  “objective function”, something we try to minimize during the optimization problem.

To put it simply, in regularization, information is added to an objective function. We use regularization because we want to add some bias into our model to prevent it overfitting to our training data. After adding a regularization, we end up with a machine learning model that performs well on the training data, and has a good ability to generalize to new examples that it has not seen during training.

**L1 regularization**

L1 regularization, also known as L1 norm or Lasso (in regression problems), combats overfitting by shrinking the parameters towards 0. This makes some features obsolete.  It’s a form of feature selection, because when we assign a feature with a 0 weight, we’re multiplying the feature values by 0 which returns 0, eradicating the significance of that feature. If the input features of our model have weights closer to 0, our L1 norm would be sparse. A selection of the input features would have weights equal to zero, and the rest would be non-zero.

For example, imagine we want to predict housing prices using machine learning. Consider the following features:

* **Street** – road access,
* **Neighborhood** – property location,
* **Accessibility** – transport access,
* **Year Built** – year the house was built in,
* **Rooms** – number of rooms,
* **Kitchens** – number of kitchens,
* **Fireplaces** – number of fireplaces in the house.

When predicting the value of a house, intuition tells us that different input features won’t have the same influence on the price. For example, it’s highly likely that the neighborhood or the number of rooms have a higher influence on the price of the property than the number of fireplaces.

So, our L1 regularization technique would assign the fireplaces feature with a zero weight, because it doesn’t have a significant effect on the price. We can expect the neighborhood and the number rooms to be assigned non-zero weights, because these features influence the price of a property significantly.

Mathematically, we express L1 regularization by extending our loss function like such:

![](data:image/png;base64,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)

Essentially, when we use L1 regularization, we are penalizing the absolute value of the weights.

In real world environments, we often have features that are highly correlated. For example, the year our home was built and the number of rooms in the home may have a high correlation. Something to consider when using L1 regularization is that when we have highly correlated features, the L1 norm would select only 1 of the features from the group of correlated features in an arbitrary nature, which is something that we might not want.

Nonetheless, for our example regression problem, Lasso regression (Linear Regression with L1 regularization) would produce a model that is highly interpretable, and only uses a subset of input features, thus reducing the complexity of the model.

**L2 regularization**

L2 regularization, or the L2 norm, or Ridge (in regression problems), combats overfitting by forcing weights to be small, but not making them exactly 0.  So, if we’re predicting house prices again, this means the less significant features for predicting the house price would still have some influence over the final prediction, but it would only be a small influence. The regularization term that we add to the loss function when performing L2 regularization is the sum of squares of all of the feature weights:
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So, L2 regularization returns a non-sparse solution since the weights will be non-zero (although some may be close to 0).

A major snag to consider when using L2 regularization is that it’s not robust to outliers. The squared terms will blow up the differences in the error of the outliers. The regularization would then attempt to fix this by penalizing the weights.

**The differences between L1 and L2 regularization:**

* L1 regularization penalizes the sum of absolute values of the weights, whereas L2 regularization penalizes the sum of squares of the weights.
* The L1 regularization solution is sparse. The L2 regularization solution is non-sparse.
* L2 regularization doesn’t perform feature selection, since weights are only reduced to values near 0 instead of 0. L1 regularization has built-in feature selection.
* L1 regularization is robust to outliers, L2 regularization is not.

## Which is better – L1 or L2 regularization?

Whether one regularization method is better than the other is a question for academics to debate. However, as a practitioner, there are some important factors to consider when you need to choose between L1 and L2 regularization. I’ve divided them into 6 categories, and will show you which solution is better for each category.

**Which solution is more robust? L1**

According to the definition provided by Investopedia, a model is considered robust if its output and forecast are consistently accurate, even if one or more of the input variables or assumptions are drastically changed due to unforeseen circumstances. [**Source**: [Investopedia](https://www.investopedia.com/terms/r/robust.asp#:~:text=A%20model%20is%20considered%20to,changed%20due%20to%20unforeseen%20circumstances.)]

L1 regularization is more robust than L2 regularization for a fairly obvious reason. L2 regularization takes the square of the weights, so the cost of outliers present in the data increases exponentially. L1 regularization takes the absolute values of the weights, so the cost only increases linearly.

**What solution has more possibilities? L1**

By this I mean the number of solutions to arrive at one point. L1 regularization uses Manhattan distances to arrive at a single point, so there are many routes that can be taken to arrive at a point. L2 regularization uses Euclidean distances, which will tell you the fastest way to get to a point. This means the L2 norm only has 1 possible solution.

**Which solution is less Computationally expensive? L2**

Since L2 regularization takes the square of the weights, it’s classed as a closed solution. L1 involves taking the absolute values of the weights, meaning that the solution is a non-differentiable piecewise function or, put simply, it has no closed form solution. L1 regularization is computationally more expensive, because it cannot be solved in terms of matrix math.

**Which solution creates a sparse output? L1**

By sparsity, we mean that the solution produced by the regularizer has many values that are zero. However, we know they’re 0, unlike missing data where we don’t know what some or many of the values actually are.  As previously stated, L2 regularization only shrinks the weights to values close to 0, rather than actually being 0. On the other hand, L1 regularization shrinks the values to 0. This in effect is a form of feature selection, because certain features are taken from the model entirely. With that being said, feature selection could be an additional step before the model you decide to go ahead with is fit, but with L1 regularization you can skip this step, as it’s built into the technique.

* **Solver**

**Solver** is the algorithm to use in the optimization problem. The choices are *{‘newton-cg’, ‘lbfgs’, ‘liblinear’, ‘sag’, ‘saga’}*, default=’lbfgs’. The solver uses a Coordinate Descent (CD) algorithm that solves optimization problems by successively performing approximate minimization along coordinate directions or coordinate hyperplanes.

1. lbfgs relatively performs well compared to other methods and it saves a lot of memory, however, sometimes it may have issues with convergence.
2. sag faster than other solvers for large datasets, when both the number of samples and the number of features are large.
3. saga the solver of choice for sparse multinomial logistic regression and it’s also suitable for very large datasets.
4. newton-cg computationally expensive because of the Hessian Matrix.
5. liblinearrecommended when you have a high dimension dataset - solving large-scale classification problems.

Note, ‘sag’ and ‘saga’ fast convergence is only guaranteed on features with approximately the same scale, therefore we preprocess the data with a scaler from sklearn.preprocessing.

**Comparison between the methods**

**1. Newton’s Method(***newton-cg***)**

Recall the motivation for gradient descent step at x: we minimize the quadratic function (i.e. Cost Function).

Newton’s method uses in a sense a ***better*** quadratic function minimisation. A better because it uses the quadratic approximation (i.e. first AND *second* partial derivatives).

You can imagine it as a twisted Gradient Descent with the Hessian (*the Hessian is a square matrix of second-order partial derivatives of order n X n*).

Moreover, the geometric interpretation of Newton's method is that at each iteration one approximates f(x) by a quadratic function around xn, and then takes a step towards the maximum/minimum of that quadratic function (in higher dimensions, this may also be a *saddle point*). Note that if f(x) happens to be a quadratic function, then the exact extremum is found in one step.

**Drawbacks:**

1. It’s computationally ***expensive*** because of the Hessian Matrix (i.e. second partial derivatives calculations).
2. It attracts to ***Saddle Points*** which are common in multivariable optimization (i.e. a point that its partial derivatives disagree over whether this input should be a maximum or a minimum point!).

**2. Limited-memory Broyden–Fletcher–Goldfarb–Shanno Algorithm(***lbfgs***):**

In a nutshell, it is analogue of the Newton’s Method, yet here the Hessian matrix is ***approximated*** using updates specified by gradient evaluations (or approximate gradient evaluations). In other words, using an estimation to the inverse Hessian matrix.

The term Limited-memory simply means it stores only a few vectors that represent the approximation implicitly.

If I dare say that when dataset is ***small***, L-BFGS relatively performs the best compared to other methods especially it saves a lot of memory, however there are some “*serious*” drawbacks such that if it is unsafeguarded, it may not converge to anything.

*Side note: This solver has become the default solver in sklearn LogisticRegression since version 0.22, replacing LIBLINEAR.*

1. **A Library for Large Linear Classification**(liblinear)

LIBLINEAR is the winner of ICML 2008 large-scale learning challenge. It applies automatic parameter selection (a.k.a L1 Regularization) and it’s recommended when you have high dimension dataset (recommended for solving large-scale classification problems)

**Drawbacks:**

1. It may get stuck at a non-stationary point (i.e. non-optima) if the level curves of a function are not smooth.
2. Also cannot run in parallel.
3. It cannot learn a true multinomial (multiclass) model; instead, the optimization problem is decomposed in a “one-vs-rest” fashion, so separate binary classifiers are trained for all classes.

**4. Stochastic Average Gradient(Sag):**

SAG method optimizes the sum of a finite number of smooth convex functions. Like stochastic gradient (SG) methods, the SAG method's iteration cost is independent of the number of terms in the sum. However, by incorporating a memory of previous gradient values the SAG method achieves a faster convergence rate than black-box SG methods.

It is **faster** than other solvers for large datasets, when both the number of samples and the number of features are large.

**Drawbacks:**

1. It only supports L2 penalization.
2. Its memory cost of O(N), which can make it impractical for large N (because it remembers the most recently computed values for approximately all gradients).

**5. SAGA:**

The SAGA solver is a variant of SAG that also supports the non-smooth penalty L1 option (i.e. L1 Regularization). This is therefore the solver of choice for **sparse** multinomial logistic regression and it’s also suitable for very Large dataset.

Side note: According to Scikit Documentation: The SAGA solver is often the best choice.

You should carefully match the solver and regularization method for several reasons:

* 'liblinear' solver doesn’t work without regularization.
* 'newton-cg', 'sag', 'saga', and 'lbfgs' don’t support L1 regularization.
* 'saga' is the only solver that supports elastic-net regularization.

At the end, we can tune hyperparameters in logistic regression by using GridSearchCV. This gives us opportunity to compare different parameters and then decide which one is more appropriate for our model.
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